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          It has been generally recognized that accurate horizontal gradients
of Integrated Water Vapor (IWV) content of the atmosphere are obtained
from measurements made by the GPS receivers of a geodetic network.
However, no derivative of any observed atmospheric parameter can be
made of use as such in the operational data-assimilation of Numerical
Weather Prediction (NWP). Thus, an overall absolute level of the IWV
contents has to be estimated accurately in one way or another. This, in
turn, means that both the geodetic and all meteorological measurements
involved must be properly adjusted i.e. statistically calibrated according
to best possible standards in real- or near-real-time.

Near-optimal Kalman Filters (KF) are generally used for “built-in
calibration”  of  GPS  and  other  general-purpose  navigation  receivers.
However,  the  computing  load  of  the  inversion  problem  of  optimal
Kalman filtering is proportional to the cubic of the data volumes that need
simultaneous  processing.  This  computing  requirement  has  so  far  gone
beyond all manageable limits for many sophisticated observing systems
like those of NWP (Gal-Chen, 1988). A relatively general and Fast way
of computing Kalman Filters (FKF) for real-time Optimum Calibration
(O/C) of meteorological observations has been developed (Lange, 1999).
FKF should also apply to an operational “built-in calibration” of the IWV
measurements and possibly to the geodetic GPS networks themselves.

The joint regression equation system for all different observations
can be written in the Canonical Block-Angular (CBA) form as follows:
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where vectors yt,1, yt,2,…, yt,K and et,1, et,2,…, et,K represent measurements
and residuals, respectively, from K more or less dependent observation
series during an observing period t (t = 1, 2,…). Vectors bt,1, bt,2,…, bt,K

represent all those parameters that are normally “pre-eliminated” by the
Bernese GPS Software (Brockmann, 1996). The unknown parameters are



represented here by a common vector  ct. Matrices Xt,1, Xt,2,…, Xt,K and
Gt,1, Gt,2,…, Gt,K are the Jacobians that are related to the “pre-eliminated”
parameters and the common unknown parameters,  respectively. Vector
at,c represents all those noise terms that stem from calibration drifts. 

After an orthonormalization of measurement errors et,1, et,2,…,  et,K

is made separately within each observation series k (k = 1, 2,…, K) the
optimal Least Squares Estimates (LSE) can be computed as follows:

b̂ t,k  = (Xt,k' Xt,k) -1Xt,k' (yt,k – Gt,k ĉ t)    
          (2)
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where for  t = 1, 2,… : 
ĉ t   =  estimated unknowns at time t;

for  k = 1, 2,…, K:
b̂ t,k = estimated parameters of kth observation series;
Rt,k  =  I   -  Xt,k (Xt,k' Xt,k) -1Xt,k'  

and, for  k = 0:
Gt,0 =  I
Rt,0  =  Cov( ĉ t-1 - ct-1) + Cov(at,c)-1

yt,0   = ĉ t-1

 ĉ 0   =  c0    =  vector of initial calibration.  

The main advantage of these FKF formulas (2) is that the enormous joint
Normal  Equation  (NEQ)  system  was  solved  semi-analytically.
Extremely large windows of data can now be analyzed in real-time for
improved estimation of unknown parameters that may otherwise not be
observable.

The Statistical Calibration software applies also to post-processing
of comprehensive innovation sequences i.e. the difference data from GPS
networks, the meteorological data from upper-air sounding stations and
the departure data from HIRLAM runs, etc.. The sophisticated statistical
method of Minimum Norm Quadratic Unbiased Estimation (MINQUE)
can be used for computing error variances and covariances (Rao, 1973).
A suitable set of the various parameters needs first to be identified before
operational  implementation.  Optimum Interpolation  (O/I)  and 3-  or  4-
DVAR data-assimilation require these estimates for optimal exploitation
of the GPS measurements.
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